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how digital tools can

impact gender


equality ? 

Musical Bounce Back



Our digital tools are not

neutral. They influence our


gender perception.



introduction
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Example of digital tools

?



Example of digital tools



example of digital tool neutrality

?
difference between schoolboy and schoolgirl

on google images
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example of digital tool neutrality



Digital tools are not neutral.

They introduce and repeat bias.



This phenomenon is emphasized by artificial

intelligence and big data.



AI introduction
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RoundTable

the first word that comes to your mind when

we talk about 




Artificial Intelligence 



data processing

real environment

virtual environment

sensor

digital data

user

interface

data

processing

information

Algorithm



Algorithm: definition

An algorithm is a finite sequence of rigorous instructions used to solve a problem.

https://en.wikipedia.org/wiki/Mathematical_proof#Nature_and_purpose


Algorithm: example

cooking recipe computer program



Example: detecting skies



Example: detecting skies



Example: detecting skies



Machine learning

explicitly programmed data driven

 the developer defines the

instructions to resolve the problem.

The algorithm learns from data
examples the instructions that can

resolve the problem. 



Ethical issue
examples
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https://www.ai-for-sdgs.academy/

UN: 17 sustainable development Goals 

shared blueprint
for peace and

prosperity for


people and the

planet 



https://www.nature.com/articles/s41467-019-14108-y
https://dataforgood.fr/projects

AI & sustainable development goals 



Example of ethical issue 

TAY
Microsoft chatbot



Example of ethical issue 



An algorithm is defined and

tuned according to human


choices. 

Algorithms are 
socio-technical 

systems 



digital tools can repeat gender bias

Personnel of 40 orchestras of three regions, the UK, Europe, and the USA
University College London
https://www.frontiersin.org/articles/10.3389/fpsyg.2019.01760/full



digital tools can repeat gender bias

Personnel of 40 orchestras of three regions, the UK, Europe, and the USA
University College London
https://www.frontiersin.org/articles/10.3389/fpsyg.2019.01760/full



digital tools can repeat gender bias

If data contains gender bias 
the algorithm will repeat it



digital tools can repeat gender bias



It doesn't help to change our perception
and find new models

issue



ditigal tools can generate bias

https://dl.acm.org/doi/10.1145/3406522.3446033

Feedback loops can emphasize bias



Recommenders can invisibilize some content

issue



example: embeddings

https://projector.tensorflow.org/
https://arxiv.org/abs/1607.06520



example: embeddings

man is to king what woman is to queen

https://projector.tensorflow.org/
https://arxiv.org/abs/1607.06520

"embeddings trained on Google News articles exhibit female/male

gender stereotypes to a disturbing extent"



example: embeddings

https://projector.tensorflow.org/
https://arxiv.org/abs/1607.06520

if she is a sister he is a brother
if she is a vocalist he is a guitarist



it can emphasize female/male gender stereotypes

issue



Our daily life
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What can we do ?

As Users As Designers

acculturation

use differently our digital tools

use different digital tools

taking this topic in consideration by

having an ethics by design approach

guide users



Rejoignez-nousRejoignez-nous


